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A Experimental Details

We will give more details about our experimental setup in this section. We used two machines for all
experiments. The first one has access to 4x RTX 3080 Ti coupled with an Intel Xeon Gold 6230R
CPU @ 2.10GHz and 256 GB of RAM. The second one has 4x GTX 1080 Ti with an Intel Xeon
CPU E5-2630 v4 @ 2.20GHz and 128 GB of RAM. All synthetic experiments and the MNIST
and F-MNIST datasets for the DVAE experiment were run on the former, while Omniglot and the
neural-symbolic experiment used the latter machine. Note that every single run of each experiment
only used a single GPU.

A.1 Synthetic Experiments

Modelling. Both synthetic experiments directly modelled their respective distributions via
parametrised logits. That is, the parameters are given by a D × K matrix of logits, where D
and K are the number of independent components and the dimension of each individual variable,
respectively.

Hyperparameters. We optimised the temperature value for the Gumbel-Softmax for both syn-
thetic experiments and the learning rate for all methods for the second one via a grid search over
{10, 1, 0.1, 0.01}. This yielded a temperature value of 1 for the first synthetic experiment and of
0.1 for the second one. In addition to this choice of initial temperature, a standard exponential
annealing scheme [21] was also used during the synthetic optimisation experiment, multiplying the
initial temperature value with a factor e−0.05 every 20 iterations. Moreover, the Gumbel-Softmax
gradients also required removal of diverging values to maintain their usability during optimisation.
Finally, the learning rates for all methods were chosen from the values {10, 5, 1, 0.1, 0.01} while
using the RMSProp optimiser and ended up being different for almost all methods. Both RLOO-F
and IndeCateR managed to perform best for a higher learning rate of 5 while RLOO-S was stable and
performed best for a learning rate of 1. Gumbel-Softmax needed the smallest learning rate of 0.01
as it would otherwise exhibit extremely unstable behaviour, likely due to the sensitivity of the loss
function in conjunction with its bias. The choice The encoder architecture indeed has 2 true hidden
layers and one output layer. The choice of two samples for IndeCateR was made as it is the lowest
number of samples that allows a sample-equivalent to RLOO as it is a multi-sample estimator.

A.2 Discrete Variational Auto-Encoder

Datasets. Three datasets were used in this experiment with different forms of pre-processing.
First, the usual MNIST [9] dataset was binarised, as per usual in the discrete gradient estimation
literature [18, 21]. Binarised means that all pixels are normalised to values between 0 and 1 by
dividing by 255 followed by replacing all values strictly higher than 0.5 with one and those lower
with 0. For F-MNIST [23], we kept the continuous form of the data, only normalising the pixels to
values between 0 and 1. In this way, we also had a dataset with a continuous supervision signal. The
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last dataset, Omniglot [8], was both downscaled and binarised. Every Omniglot image usually has
dimensions 105× 105× 3, which we reduced to greyscale 28× 28 followed by a binarisation step
as outlined earlier. All test sets are constructed in the same way from the dedicated test partitions of
the respective datasets.

Modelling. All datasets used the exact same neural architecture for the discrete variational auto-
encoder (DVAE). As the data all had the same input size of 28× 28, the first layer flattened the input
to size 784 followed by three dense layers of sizes 384, 256 and 200. The first two of these layers
used the ReLU activation function while the last one had no non-linearity. The output of this final
200-dimensional layer predicted the logits of a 200-dimensional Bernoulli variable, of which samples
are drawn. These samples then formed the input to the decoder component of the DVAE, consisting
of another three dense layers of size 256, 384 and 784. Again, the first two layers utilised ReLU
activation functions while the final layer had a linear activation. Finally, following the literature,
the output of the decoder is interpreted as the logits for 784 binary random variables and optimised
using an ELBO loss function, which is an expected value. The correct probabilities are given by the
normalised and binarised pixel values of the original image.

Hyperparameters. As in the synthetic experiment, the Gumbel-Softmax required the most optimi-
sation. The initial temperature value was set at 1 and annealed using an exponential decay with a
factor of e−0.01 applied at the start of every epoch. To guarantee stability, it was necessary to both
limit the temperature to 0.1 in conjunction with removing diverging values from the gradients. This
effort emphasises how the Gumbel-Softmax requires a lot of additional care to make it functional
in practice compared to methods like RLOO or IndeCateR. Apart from the optimisation of the
Gumbel-Softmax, we tried a learning rate of both 10−3 and 10−4 for all methods and ended up
picking the latter because it generally provided lower final negated ELBO values due to its slower
convergence. All methods used the Adam [7] optimiser. Note that all networks were initialised using
the same random scheme and that no weight regularisation was applied to avoid obscuring the impact
of using different estimators.

Additional plots and interpretations. We report additional results in Figure 1 for the DVAE,
where we plot all metrics in terms of iterations. Using these figures, we can see that IndeCateR is very
close to the performance of RLOO-F, but with orders of magnitude less samples (2 for IndeCateR
compared to 800 for RLOO-F). This reduction in samples is also what makes IndeCateR perform
better in time. The same overfitting behaviour can now also be seen on Omniglot for both IndeCateR
and RLOO-F. However, in this case, the lowest negated test ELBO for both methods is lower than all
competitors. This indicates that adding separate regularisation might further improve performance, as
this regularisation is implicitly present in GS-S, GS-F and RLOO-S through either the continuous
relaxations or higher variance.

A.3 Neural-Symbolic Optimisation

Dataset. The data for performing the MNIST addition experiment [16] on sequences of N digits
is easily generated by randomly selecting N images from the MNIST dataset and concatenating them
into a sequence. The supervision of such a sequence is equally easily obtained by summing up the
labels of the sampled MNIST images. We only allow every MNIST image to appear once in all
sequences, meaning the dataset contains ⌊60000/N⌋ sequences to learn from. A similar procedure
holds for the test set, whose sequences we construct from the test set partition of the MNIST dataset.

Modelling. The neural network used for this experiment is a traditional LeNet [10] consisting of
two convolutional layers with 6 and 16 filters of size 5 with ReLu activations followed by a flattening
operation. Next, there are three dense layers of sizes 120, 84 and 10 of which the first two also
have ReLU activations and the final one activates linearly. The output of this network for every
image in the sequence yields the logits for the independent categorical distributions from which we
sample. These samples are summed up and supervised to the correct sum. That is, a sampled sum
is supervised to 1 if it matches the correct sum or 0 otherwise. More specifically, we optimise the
negative log likelihood

− logP (

N∑
i

Di = s) = − logED∼p(D)

[
1∑N

i Di=s

]
. (A.1)
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Figure 1: The top row shows negated training ELBO, test ELBO and gradient variance for the DVAE
on MNIST – each plotted against iterations. Rows 2 and 3 show the same plots for F-MNIST (middle)
and Omniglot (bottom). Omniglot only shows around 200K iterations because the dataset is around
one third the size of MNIST and F-MNIST, and we fix the number of epochs to 1000.

Hyperparameters. We chose the standard Adam optimiser with a learning rate of 10−3 because
of its dependable performance. The choice of 10 samples for IndeCateR was made so that every
possible outcome of each digit is expected to appear once when sampling with uniform probabilities.
The number of samples for the other methods is then fixed.

A.4 Brittleness of Gumbel-Softmax Estimates

During our experimental process, a number of noteworthy difficulties arose when applying the
Gumbel-Softmax trick (GS). These difficulties show how applying the GS is far from plug-and-
play and requires a substantial amount of hyperparameter tuning, at least to achieve performance
comparable to other methods like RLOO.

Temperature tuning. While the bias of the GS can theoretically be controlled by annealing the
temperature to zero, this process turns out to be rather cumbersome in practice. For example, in the
DVAE experiments, we had to fix a lowest value for the temperature value beyond which it could not
be annealed. If not, the ever smaller temperature would lead to numerical instability in the form of
diverging gradients. Even when lower limiting the temperature, sporadic divergences of the gradient
still needed to be clipped or they would instantly disrupt the full training process. In other words,
finding a well-performing annealing scheme is non-trivial and does not guarantee a problem-free
training process.
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Bias and insensitive objectives. As observed during the synthetic optimisation experiment, the
loss function itself can seemingly have a significant impact on the quality of GS gradient estimates.
This experiment used a regular mean squared error loss function, which does not have any non-
differentiabilities in its domain. However, the value of the loss function itself does not change
much for different sampled values. Since the GS estimates are biased, we conjecture that there
are cases where the bias overpowers the information from the loss function. In theory, annealing
the temperature should eventually make the bias a non-issue, but the numerical issues raised in the
previous paragraph prevented us from acquiring a satisfactory solution.

B Extended Related Work

There are a plethora of works in the literature of gradient estimators, for an in-depth discussion we
refer the reader to the survey in Mohamed et al. [17]. This section will extend the related work given
in the main paper.

Continuous relaxations. Diametrically opposite to REINFORCE-based methods are those based
on continuous relaxations of categorical distributions. The concrete distribution [15] is a continuous
relaxation of the categorical distribution using the Gumbel-Softmax trick [6]. Compared to variance
reduction techniques based on control variates for REINFORCE, the Gumbel-Softmax trick has
the advantage of being a single-sample estimator. However, it has other drawbacks. Firstly, it
gives us a biased estimate of the gradients. Secondly, it necessitates the tuning of the temperature
hyperparameter – either through hyperparameter search or a specific annealing schedule [6, 15].
Thirdly, when the derivative of the function inside the expectation is zero almost everywhere, such
as the reward in reinforcement learning, the Gumbel-Softmax trick always returns zero gradients.
Even though techniques have been developed to improve upon some of these shortcomings, such as
Rao-Blackwellising the concrete distribution [19], the obtained improvements seem marginal. For a
more detailed account of the concrete distribution and related methods we refer the reader to Huijben
et al. [5].

Coupling multiple samples. Coupling approaches make better use of multiple samples by mak-
ing them dependent. Initially, these approaches were applied to the case of a multivariate binary
distribution [2] by, for example, using a logistic reparametrisation together with antithetic sam-
pling [24, 3, 26]. Categorical extensions of these binary cases have also been proposed. One line of
work [1] extends the binary version by representing a categorical distribution as a series of binary
ones. Another [25] utilises a Dirichlet reparametrisation together with different kinds of coupled
sampling. Our Cat-Log Derivative trick is also orthogonal to coupling methods, as it currently only
considers independent samples.

Control variate methods. While some control variate techniques were mentioned in the main
paper, a couple of more intricate contributions need to be mentioned. RELAX [4] and REBAR [22]
are hybrid methods that use continuous relaxations to construct a control variate for REINFORCE.
The work of Titsias, Michalis and Shi, Jiaxin [21] introduces double control variates; a global one for
all samples and a local one for each sample separately. Our Cat-Log Derivative trick is orthogonal to
control variate approaches in general and therefore both strategies could benefit from each other.

Rao-Blackwellisation. Apart from the RAM and LEG gradient estimators, there are two more
lines of work that apply Rao-Blackwellisation. The works of Lorberbom et al. [13, 14] use a finite
difference approximation to compute the gradient. Other approaches [12, 11] globally sum categories
while sampling from the remainder. In contrast, our approach conditions the sampling at the level of
the variables and can be therefore again be regarded as a complementary strategy.

C Comparing CatLog and Local Expectation Gradients

Local Expectation Gradients (LEG) [20] and the CatLog-Derivative trick both try to decompose
the overall gradient of an expectation by exploiting distributional knowledge. However, there are a
couple of fundamental theoretical differences, which we collect in the following statement.
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Proposition C.1. (LEG Trick and Estimator) Given a factorised distribution p(X) =
∏D

d=1 p(Xd |
X<d), LEG with respect to a shared parameter λ ∈ Λ leads to the expression

EX∼p(X) [f(X)∂λ log p(X)]

=

D∑
d=1

EX̸=d∼p(X ̸=d)

[
EXd∼p(Xd|MB(Xd)) [f(X)∂λ log p(Xd | X<d)]

]
(cf. Eq. 8 in [20])

=

D∑
d=1

EX<d∼p(X<d)

[
EX′

d∼p(X′
d|X<d)

[

EX>d∼p(X>d|X′
d,X<d)

[
EXd∼p(Xd|X ̸=d) [f(X)∂λ log p(Xd | X<d)]

]]]
(C.1)

where MB(Xd) is the Markov blanket of variable Xd and

p(Xd | MB(Xd)) = p(Xd | X ̸=d) =
p(Xd | X<d)

∏
j>d p(Xj | X<j)∑

xδ∈Ω(Xd)
p(xδ | X<d)

∏
j>d p(Xj | X<j)

(C.2)

is a weighting distribution. The Monte Carlo estimate corresponding to the LEG Trick in Equa-
tion (C.1) (cf. Algorithm 1 in [20]) given N pivot samples is given by the following expression:

EX∼p(X) [f(X)∂λ log p(X)] ≈ 1

N

N∑
n=1

D∑
d=1

∑
xδ∈Ω(Xd)

p(xδ | x(n)
̸=d )f(x

(n)
̸=d , xδ)∂λ log p(xδ | x(n)

<d )

Additionally, the computational complexity is O(N ·D2 ·K), with K = maxd(| Ω(Xd) |).

Proof. We start by recalling the proof for the first equality in Equation (C.1).

EX∼p(X) [f(X)∂λ log p(X)] = EX∼p(X)

[
f(X)∂λ log

D∏
d=1

p(Xd | X<d)

]

=

D∑
d=1

EX∼p(X) [f(X)∂λ log p(Xd | X<d)]

=

D∑
d=1

EX ̸=d∼p(X ̸=d)

EXd∼p(Xd|X ̸=d) [f(X)∂λ log p(Xd | X<d)]︸ ︷︷ ︸
= g(X ̸=d)

 .

(C.3)

By noting that p(Xd | X ̸=d) = p(Xd | MB(Xd)), we obtain the first result.

Regarding the second equality in Equation (C.1), we observe that

EX ̸=d∼p(X ̸=d) [g(X̸=d)] (C.4)

in Equation (C.3) can be equivalently rewritten as

EX ̸=d∼p(X ̸=d) [g(X ̸=d)] = EX∼p(X) [g(X ̸=d)]

= EX<d∼p(X<d)EX′
d∼p(X′

d|X<d)EX>d∼p(X>d|X′
d,X<d) [g(X ̸=d)] (C.5)

By plugging this result into Equation (C.3) we obtain the desired result for the second equality in
Equation (C.1).

The Monte Carlo estimate trivially follows by sampling N pivots from the first three expectations in
Equation (C.1) and by taking the exact weighted average of score evaluations.

Regarding computational complexity, we observe that computing the weighting function in the
Monte Carlo estimate requires O(D) evaluations. Also, the estimate requires to iterate over three
summations, thus having a computational requirement of O(N ·D ·K). By combining these two
results, we obtain the overall complexity of O(N ·D2 ·K).
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Table 1: Main differences between LEG and CatLog. The different nature of the applied tricks result
in different computational complexities and related sampling strategies.

Name Trick Complexity Relation to Sampling

LEG Equation (C.6) O(N ·D2 ·K) Gibbs sampling
CatLog Equation (C.7) O(N ·D ·K) Ancestral sampling

Note that this result does not immediately follow from the expressions provided by Titsias, Michalis
and Lázaro-Gredilla, Miguel [20], as they do not explicitly study the case of a shared parameter
space across different variables. We do show, however, that their assumption of a separate parameter
space can be removed, allowing a one-to-one comparison to the CatLog-Derivative trick. We give an
overview of the main differences between LEG and the CatLog-Derivative trick in Table 1. To be
precise, we will refer to the following two expressions for LEG and CatLog that clearly indicate the
differences between the two.

LEG =

D∑
d=1

E(X<d,X′
d,X>d)∼p(X<d,X′

d,X>d)

[
EXd∼p(Xd|X ̸=d) [f(X)∂λ log p(Xd | X<d)]

]
(C.6)

CatLog =

D∑
d=1

E(X<d,Xd,X>d)∼p(X<d,Xd,X>d) [f(X ̸=d, Xd)∂λ log p(Xd | X<d)] (C.7)

While the most important theoretical difference is the presence of the weighing factor p(Xd |
MB(Xd)) = p(Xd | X ̸=d), there is also a practical difference. Indeed, IndeCateR allows for new
samples to be drawn for each variable while Algorithm 1 in [20] does not do so. This difference
translates into a significant differential in performance as observed in the neural-symbolic experiment.
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